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Abstract—The memory system is a major performance de-
terminant for server processors. Ever-growing core counts and
datasets demand higher memory bandwidth and capacity. DDR—
the dominant processor interface to memory—requires a large
number of on-chip pins, which is a scarce resource, thus limiting
the processor’s memory bandwidth. With limited bandwidth,
multiple concurrent memory requests experience significant
queuing delays that often overshadow DRAM’s service time and
degrade performance. We present COAXIAL, a memory system
design for throughput-oriented manycore servers that replaces
all of the processor’s DDR interfaces with the pin-efficient
CXL interface, which offers 4× higher bandwidth per pin.
While such replacement incurs a considerable latency overhead,
we demonstrate that, for many workloads, and with careful
integration, CXL’s higher bandwidth more than offsets its latency
premium. Our evaluation shows that COAXIAL improves the
performance of manycore throughput-oriented servers by 1.39×
on average and by up to 3×.

I. INTRODUCTION

Manycore processor architectures have been delivering per-
formance gains despite the end of Dennard scaling and
Moore’s law slowdown in the past two decades. To accom-
modate exponential data growth, technological breakthroughs
have enabled higher-capacity memory with new media like
non-volatile RAM (NVRAM) or via remote memory access
over fast networks (e.g., RDMA), yet at significantly inferior
memory access latency and bandwidth compared to the DDR-
based main memory. As a result, servers continue to predom-
inantly rely on DDR-attached memory for performance while
optionally retaining a slower memory tier like NVRAM or
remote DRAM for capacity expansion.

The Compute Express Link (CXL) standard aims to bridge
the performance gap between low-bandwidth, high-capacity
memory and DDR-based main memory. CXL enables vast
expansion of a processor’s memory capacity and bandwidth
availability, while retaining DDR-like characteristics at a mod-
est latency premium. Consequently, there is much interest
in architecting CXL-based memory systems that leverage
memory pooling and capacity expansion capabilities [3], [21],
[30], [38], [57]. This paper studies how CXL, a technology
based on an open standard with widespread industry adoption,
can be leveraged to reshape the memory system of future
scalable (i.e., manycore) server processors.

CXL’s high bandwidth stems from its underlying PCI Ex-
press (PCIe) serial interface, which currently delivers about 4×
higher bandwidth per processor pin compared to the parallel
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DDR interface, with technological roadmaps projecting this
bandwidth gap to grow further. Hence, by repurposing the pro-
cessor’s DDR-allocated pins to CXL, it is possible to quadru-
ple the available memory bandwidth, a welcome boost for
throughput-oriented, bandwidth-constrained manycore servers.
Consider modern server processors that feature 4–12 cores per
memory channel. The higher-end ratio represents recent and
upcoming throughput-optimized server processors with 128+
cores, such as AMD’s EPYC Bergamo [42] and Intel’s Granite
Rapids and Sierra Forest [43]. Given rigid pin constraints,
shifting from conventional DDR-centric to CXL-centric mem-
ory systems can overcome the bandwidth wall for such servers,
by leveraging CXL’s bandwidth-per-pin advantage.

The key drawback of bandwidth-rich CXL-centric memory
systems is their associated memory access latency overhead,
currently ∼50ns for directly connected (non-multiplexed) CXL
memory devices [51]. Such high latency overhead, which
seemingly doubles DRAM access latency of ∼50ns, has
relegated CXL-related research so far to treat the technology
exclusively as a memory expansion technique rather than a po-
tential replacement of local DDR-attached memory. However,
focusing on the increase in unloaded DRAM access latency
alone paints an incomplete picture that does not accurately
represent a system’s effective memory access latency. First, in
a loaded memory system, queuing delays dominate the raw
memory access time. Second, on large CPU chips, on-chip
time constitutes a considerable fraction of end-to-end memory
access latency. We posit that ample bandwidth availability can
be leveraged to offset CXL’s latency premium in two ways.

First, the effective memory access latency of heavily loaded
memory systems is dominated by queuing delays at the
DDR memory controllers. Mitigating these queuing delays
by provisioning more memory channels would require more
processor pins, which are a scarce resource. Instead, the
pin-efficient CXL interface can be used to indirectly attach
more channels to the processor, thus reducing memory access
latency by mitigating queuing. Second, increased bandwidth
use—afforded by higher bandwidth availability—can be traded
off for latency reduction. We propose mechanisms for selective
“Concurrent Access of Last-Level Cache (LLC) and Memory”
(CALM) to remove the LLC’s latency from the critical path
to memory, thus offsetting the CXL latency overhead by as
much as 40%. While CALM is not fundamentally tied to CXL,
it is more effective in CXL-enabled bandwidth-rich memory
systems.

Given the bandwidth superiority of CXL-based memory
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systems and the opportunities of leveraging that strength to
mitigate latency concerns, we argue that a memory system
attached to the processor entirely over CXL is a key enabler
for scalable manycore server processors that deploy memory-
intensive workloads. Our design, COAXIAL, replaces all of
the processor’s direct DDR interfaces with CXL for a ma-
jor memory bandwidth boost, which additionally affords the
CALM mechanism to further reduce memory access latency.

In summary, we make the following contributions:
• We make the radical proposal of using high-bandwidth

CXL as a complete replacement of pin-inefficient DDR
interfaces to scale the memory bandwidth wall faced by
manycore server processors, a shift that disrupts decades-
long DDR-centric memory system design practices. By
directly addressing the memory bandwidth wall, we mit-
igate queuing delay, consequently reducing the effective
memory access latency.

• We propose selective CALM mechanisms that leverage
memory bandwidth abundance to further offset CXL’s la-
tency overhead, in addition to the memory access latency
gains derived from queuing delay reduction.

• Across a wide range of workloads, we show that despite
its high unloaded memory access latency, COAXIAL
drastically reduces the effective memory access time in
typical scenarios with a loaded memory system, yielding
a 1.39× speedup on average, and up to 3×.

• We identify limitations imposed on CXL by the current
PCIe standard and highlight opportunities that a revised
standard could leverage, to achieve a higher average
speedup of 1.52×.

Paper outline: §II motivates the replacement of DDR with
CXL in server processors and §III highlights the opportunities
of leveraging bandwidth abundance to address latency con-
cerns. §IV introduces the design of COAXIAL, a new CXL-
based memory system for scalable servers. We outline our
methodology in §V and analyze performance results in §VI.
Finally, §VII covers related work and §VIII concludes.

II. BACKGROUND

A. Low-latency DDR-based Memory

Servers predominantly access DRAM over the Double Data
Rate (DDR) parallel interface. The interface’s processor pin
requirement is determined by the width of the data bus,
command/address bus, and configuration pins. A DDR4 and
DDR5 [26] interface is 288 pins wide. While several of those
pins are terminated at the motherboard, most of them (160+
for an ECC-enabled DDR4 channel [25], and likely more for
DDR5 [49]) are driven to the processor chip.

The DDR interface’s 64 data bits directly connect to the
processor and are bit-wise synchronous with the memory con-
troller’s clock, enabling a worst-case unloaded access latency
of ∼50ns. Scaling a DDR-based memory system’s bandwidth
requires either clocking the channels at a higher rate, or
attaching more channels to the processors. The former entails
signal integrity challenges [44] and a reduction in supported
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Fig. 1: Bandwidth per processor pin for DDR and CXL (PCIe)
interface, norm. to PCIe-1.0. Note the y-axis log scale.

ranks per channel, limiting rank-level parallelism and memory
capacity. The latter requires more on-chip pins, which cost
significant area and power, and complicate placement, routing,
and packaging [67]. Therefore, the pin-count on processor
packages has only been doubling about every six years [55].

Given these pin limitations and the steady growth of core
counts on high-end server processors, reducing the number
of cores that contend over a memory channel is difficult
without clean-slate technologies, which we discuss in §VII.
The emerging CXL interconnect is bound to bridge this gap by
leveraging a widely deployed high-bandwidth serial interface.

B. The High-bandwidth CXL Interconnect

CXL [12] is a recent interconnect standard developed as
a concerted industry effort for a standardized interconnect
to replace a wide motley collection of competing solutions
(e.g., OpenCAPI [60], Gen-Z [15], CCIX [13]). CXL aims to
present a unified solution for coherent accelerators, peripheral
IO devices, and memory expansion devices and is bound
to become a dominant interconnect, as PCIe has been for
peripheral devices over the past twenty years. We focus on
CXL’s capability of attaching DDR-based memory (“Type-3”
devices) over PCIe to the processor and making it directly
accessible via default load/store instructions. CXL’s underlying
PCIe physical layer affords higher bandwidth per pin at
the cost of increased latency. Therefore, most recent works
perceive CXL as a technology enabling an auxiliary slower
memory tier directly attached to the processor. In contrast, we
argue that despite its associated latency overhead, CXL can
play a central role in future memory systems design, replacing,
rather than simply augmenting, DDR-attached memory in
bandwidth-constrained manycore server processors.

C. Scaling the Memory Bandwidth Wall with CXL

CXL’s high bandwidth owes to its underlying PCIe physical
layer. PCIe [50] is a high-speed serial interface featuring multi-
ple independent lanes capable of bi-directional communication
using just four pins per lane: two for transmitting data (TX),
and two for receiving data (RX). Data is sent over each lane as
a serial bit stream at very high bit rates in an encoded format.

Figure 1 shows the bandwidth per pin for PCIe and DDR,
derived by dividing each interface’s peak bandwidth by the
processor pins required: 160 for DDR and 4 per lane for
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(a) Average and p90 memory access latency in a DDR5-
4800 channel (38.4GB/s) at varying bandwidth utiliza-
tion points. p90 grows faster than the average latency.
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(b) Memory latency breakdown (DRAM access time and queuing delay) and % memory bandwidth
utilization for a range of workloads. Higher utilization increases queuing delay, which constitutes
60% of L2 miss latency on average.

Fig. 2: Queuing delays dictate memory access time on a loaded system.

PCIe. The present bandwidth gap is 4× (PCIe5.0 vs. DDR5-
4800) and may grow to 8× by 2025, even when ignoring
that PCIe’s stated bandwidth is per direction, while DDR’s
reported values refer to combined read/write bandwidth. For
example, a DDR5-4800’s channel needs 160 pins to drive
an aggregate bandwidth of 38.4GB/s. Requiring only 20% of
these pins, 8 PCIe5.0 lanes (over which CXL operates) offer
32GB/s per direction—i.e., a theoretical peak of 32GB/s for
reads and 32GB/s for writes.

D. CXL Latency Concerns

CXL’s increased bandwidth comes at the cost of higher
latency compared to DDR. The latency premium for the
simplest CXL memory attached to a single CPU is currently
about 50ns, based on reports by Intel and PLDA on existing
CXL-2.0 controller implementations [51]. The expectation of
such high latency premium has led memory system researchers
and designers to predominantly focus on CXL as a technology
for enabling a secondary tier of slower memory that augments
conventional DDR-attached memory. Notably, CXL’s latency
overhead will likely further shrink as the technology matures.

We show in §III that a 50ns latency overhead often pales in
comparison to queuing delays at the memory controller that
are common in a commercially significant class of servers, and
such queuing delays can be curtailed by CXL’s considerable
bandwidth boost. Furthermore, ample bandwidth availability
can be leveraged to devise mechanisms that trade off additional
bandwidth usage for latency optimization. We thus argue that
CXL is a strong candidate to completely replace the DDR-
attached memory for the subset of server processors optimized
for high-throughput, memory-intensive workloads.

III. EFFECTIVE MEMORY ACCESS LATENCY BREAKDOWN

We now characterize the latency breakdown for a loaded
memory system, highlighting the latency opportunity reduction
via a bandwidth-rich CXL-based memory system. Figure 2a
shows a DDR5-4800 channel’s memory access latency as its
load increases. We model the memory using DRAMSim3 [31]

and control the load with random memory accesses of config-
urable arrival rate. The resulting load-latency curve is shaped
by queuing effects at the memory controller.

When the system is unloaded, a hypothetical CXL interface
adding 50ns to each memory access would correspond to a
seemingly prohibitive 125% latency overhead compared to the
unloaded latency of ∼40ns. However, as the memory load
increases, latency rises exponentially, with its average value
increasing by 3× and 4× at 50% and 60% load, respectively.
p90 tail latency grows even faster, rising by 4.7× and 7.1×
at the same load points. As a result, in a loaded system,
trading off additional interface latency for considerably higher
bandwidth availability can yield significant net latency gain.

To illustrate, consider a baseline DDR-based system oper-
ating at 60% utilization, corresponding to 160ns average and
285ns p90 memory access latency (Figure 2a). A CXL-based
alternative offering a 4× memory bandwidth boost would
shrink the system’s bandwidth utilization to 15%, yielding
37%/61% lower average/p90 memory access latency compared
to the baseline, after accounting for CXL’s latency premium.

Figure 2a shows that the system experiences queuing effects
at bandwidth utilization as low as 20%, that are initially re-
flected on tail latency. Beyond 40% utilization, queuing effects
also noticeably affect average latency. Utilization beyond such
level is common, as we show with our simulation of a server
processor with one DDR5 memory channel per 12 cores across
server and desktop applications, representing workloads that
run on modern high-end manycore servers (methodological
details in §V). Figure 2b shows that with all processor cores
under use, the vast majority of workloads exceed 30% memory
bandwidth utilization, and most exceed 50% utilization (except
several workloads from SPEC and PARSEC benchmarks).

Figure 2b also breaks down the average memory access
time, as measured from the L2 cache miss register, into
on-chip time (NOC and LLC), DRAM service time, and
queuing delay at the memory controller. We observe a trend in
high bandwidth consumption leading to long queuing delays,
although queuing delay doesn’t present itself as a direct func-



tion of bandwidth utilization. Queuing delay is also affected
by application characteristics such as read/write pattern and
spatio-temporal distribution of accesses (e.g., bursts and inter-
bank load imbalance). In Figure 2b’s wide range of workloads,
queuing delay constitutes 60% of the L2 miss latency on
average, and up to 84% in the case of lbm. On-chip time is
less pronounced but sizable, accounting for 15% of L2 miss
latency on average.

In conclusion, a bandwidth-rich memory system can mit-
igate the queuing and on-chip components of memory ac-
cess time. Higher bandwidth availability directly ameliorates
queuing, but can also be leveraged to curb on-chip time by
removing LLC access from the critical path. Considering
the dual role of the LLC as a latency reduction mechanism
and a memory traffic filter, memory bandwidth abundance
diminishes the significance of the latter, motivating selective
Concurrent Access of the LLC and Memory (CALM). Hence,
the CXL-afforded bandwidth boost can be used to mitigate
both queuing delays and on-chip time, more than compen-
sating for the CXL interface’s latency overhead for effective
memory access time reduction.

IV. THE COAXIAL SERVER ARCHITECTURE

Figure 3b depicts COAXIAL, which replaces each on-chip
DDR5 channel with several CXL channels, providing 2–4×
higher aggregate memory bandwidth to the processor. Fig-
ure 3a shows the baseline DDR-based design for comparison.
Each CXL channel is attached to a “Type-3” CXL device,
which features an unmodified DDR5 controller connecting to
DRAM. The processor implements the CXL.mem protocol of
the CXL standard, which orchestrates data consistency and
memory semantics management. The implementation of the
caches and cores remains unchanged, as the memory controller
still supplies 64B cache lines.

A. Processor Pin Considerations

A DDR5-4800 channel requires at least 160 processor pins
to account for data and ECC bits, command/address bus, etc.
(§II-A), for a peak unidirectional bandwidth of 38.4GB/s. A
single PCIe lane delivers 4GB/s of bidirectional bandwidth.
and requires just four processor pins—two per TX/RX direc-
tion. Higher-bandwidth channels are constructed by grouping
2, 4, 8, 12, or 16 lanes.

We opt for an x8 (i.e., 8-lane) configuration with a peak
theoretical bandwidth of 32GB/s per direction, requiring 32
pins—5× fewer than a DDR5 channel’s. Factoring in PCIe and
CXL’s header overheads, an x8 channel’s effective bandwidth
is 26GB/s in the DRAM-to-CPU (RX) direction and 13GB/s
in the opposite direction (TX) [51]. Considering a typical 2:1
Read:Write ratio, only 25.6GB/s of the DDR5-4800 channel’s
theoretical bandwidth would be used in the RX direction, and
13GB/s in the TX direction. Additionally, a DDR channel’s
effective bandwidth is typically 70–90% of its theoretical peak.
Hence, an x8 CXL channel can support a full DDR5 channel
on the Type-3 device without becoming a bottleneck.
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Fig. 3: Overview of the baseline and COAXIAL systems.

B. Silicon Area Considerations

Based on processor pin requirements alone, COAXIAL can
replace each DDR channel (i.e., PHY and memory controller)
with five x8 PCIe PHY and controllers, for a 5× memory
bandwidth boost. However, the relative pin requirements of
DDR and PCIe do not directly correspond to their relative
on-chip silicon area requirements. Lacking publicly available
silicon area information, we study relevant die shots.

Table I shows the relative silicon die area key components
of the processor account for. We derive the relative area of
1MB LLC, PCIe, and DDR from a Golden Cove die shot
(Intel 10nm), and the size of a Zen 3 core relative to 1MB LLC
from a Zen 3 die shot (TSMC 7nm) [34]. While the density of
the two process technologies is comparable (reportedly within
7–11%), we only compare component areas within the same
technology (not across technologies) to derive their relative
size. An x8 PCIe controller accounts for 55% of a DDR
controller’s area. Hence, replacing each DDR controller C with
four x8 PCIe controllers requires 2.2× more silicon area than
C. However, DDR controllers account for a small fraction of
the total CPU die. Notably, the relative on-chip area of DDR
versus PCIe, which is the most consequential aspect of our
analysis, is similar in both Intel and AMD chips [34], [58].

Leveraging Table I’s data, we consider alternative
COAXIAL server designs, shown in Table II. We focus on
high-core-count servers optimized for throughput, such as the
AMD EPYC Bergamo (128 cores) [42], and Intel Granite
Rapids (128 cores) and Sierra Forest (144 cores) [43]. All three
feature 12 DDR5 channels, resulting in a core-to-memory-
controller (core:MC) ratio of 10.7:1 to 12:1. A common design
choice to accommodate such high core counts is a reduced
LLC capacity; e.g., moving from the 96-core Genoa [56] to
the 128-core Bergamo, AMD halves the LLC per core to 2MB.
We thus consider a 144-core baseline server processor with 12
DDR5 channels and 2MB of LLC per core (Table II, first row).

With pin count as its only limitation, COAXIAL-5× re-



TABLE I: Area of proces-
sor components, relative to
1MB of LLC (L3 cache).

L3 cache (1MB) 1
Zen 3 Core 6.5
(including 512 KB L2)
x8 PCIe (PHY + ctrl) 5.9
DDR channel (PHY + ctrl) 10.8

TABLE II: DDR-based versus alternative COAXIAL server configurations.

Server design Core LLC Memory Relative Relative Commentcount per core interfaces mem. BW area
DDR-based

144

2 MB
12 DDR 1× 1 baseline

COAXIAL-5× 60 x8 CXL 5× 1.17 iso-pin
COAXIAL-2× 24 x8 CXL 2×

1.01 iso-area

iso-LLC
COAXIAL-4×

1 MB
48 x8 CXL 4× balanced

COAXIAL-asym 48 x8 CXL-asym asym. R/W max BW
(see §IV-D)

places each DDR channel with 5 x8 CXL interfaces, for a 5×
bandwidth increase. However, that results in a 17% die area
increase to accommodate all the PCIe PHYs and controllers.
Hence, we consider two iso-area alternatives. COAXIAL-
2× leverages CXL to double memory bandwidth without
any microarchitectural changes. COAXIAL-4× quadruples the
available memory bandwidth compared to the baseline CPU,
but halves the total LLC size from 288MB to 144MB.

C. Latency Mitigation via Concurrent LLC/Memory Access
All COAXIAL configurations in §IV-B leverage CXL to

boost memory bandwidth availability at the cost of latency.
Given the high LLC miss ratios of bandwidth-intensive work-
loads, we propose Concurrent Access of LLC and Memory
(CALM) as a latency mitigation technique, whereby selected
L2 misses look up memory and the LLC in parallel, thereby
removing LLC lookup latency from the critical path. Due to
its ample bandwidth, COAXIAL is more amenable to CALM,
as every concurrent LLC/Memory access decision that hits in
the LLC adds memory bandwidth pressure, which is already
a constrained resource in the baseline DDR-based system.

Figure 4 summarizes CALM logic. An L2 miss results in
either a normal (i.e., serial LLC and memory access) or a
CALM memory hierarchy access. In the case of a CALM
access, the L2 receives two responses: one from the LLC and
one from memory. If the requested data already resides on
chip, the response from memory may be stale. To preserve
coherence, CALM lookups always wait for a response from the
LLC, even in the rare case when memory’s response returns
earlier, to ensure the most recent data value (from LLC, if
present, otherwise from memory) is returned to the processor.

We consider two designs for producing the per-L2-miss
decision of whether to perform CALM. The first design,
CALMR, regulates L2 misses that perform CALM to ensure
the memory bandwidth utilization remains below R%. By
monitoring L2 misses that hit or miss in the LLC, each
L2 controller can estimate its memory bandwidth demand
with and without the LLC acting as a filter (bw f iltered and
bwun f iltered). If the estimated LLC-filtered memory bandwidth
(bw f iltered) exceeds R, CALM lookup is not performed as the
system is already bandwidth-constrained. Otherwise, the L2
miss performs CALM with a probability of min(1, R−bw f iltered

bwun f iltered
),

thus adjusting to the estimated bandwidth utilization and R.
In the second design, an L2 miss performs CALM based

on its predicted probability of also missing in the LLC. We
employ the MAP-I to drive this decision, a PC-based predictor
from prior work, shown to be highly accurate [48].

Yes

Do CALM?

LLC hit?

Send miss to both
LLC and memory

Normal path
(serial LLC/memory

access)

No No

Miss notification to
L2 & wait for data

from memory

Yes

Get data from LLC,
ignore memory

response

L2 miss

Fig. 4: Flowchart of Concurrent LLC/Memory Access.

We evaluate CALMR and MAP-I in §VI-B and find that
CALM70% (i.e., CALMR with R= 70%×bwmax) strikes the best
balance of performance and simplicity. Unlike MAP-I, CALMR
does not require additional hardware for the predictor’s state
or making the PC available at the L2. Our default COAXIAL
design therefore employs CALM70%.

D. Additional Opportunities from CXL Standard Evolution

Unlike DDR, CXL has dedicated pins and wires for each
data movement direction (RX and TX). The PCIe standard
defines a 1:1 match of TX and RX pins: e.g., an x8 PCIe
configuration implies 8 TX and 8 RX lanes. While uniform
bandwidth provisioning in each direction is reasonable for a
peripheral device like a NIC, memory traffic directionality is
inherently imbalanced. Because (i) most workloads read more
data than they write and (ii) every written cache block must
typically be read first, R:W ratios are usually in the 3:1 to 2:1
range rather than 1:1. Thus, in the typical 1:1 provisioning,
when read bandwidth is depleted, write bandwidth remains
underutilized. Given this insight and that serial interfaces do
not fundamentally require 1:1 RX:TX bandwidth provision-
ing [64], we consider a COAXIAL design with asymmetric
RX:TX lane provisioning to better match memory traffic char-
acteristics. While currently unsupported by the PCIe standard,
we investigate the potential performance benefits of revisiting
that statutory restriction. We call such a channel CXL-asym.

We consider a system leveraging such CXL-asym channels
to compose a COAXIAL-asym configuration. An x8 CXL
channel consists of 32 pins, 16 each way. Without the current
1:1 PCIe restriction, COAXIAL-asym repurposes the same pin
count to 20 RX pins and 12 TX pins, resulting in 40GB/s RX
and 24GB/s TX of raw bandwidth. Accounting for PCIe and
CXL’s header overheads, the realized bandwidth is 32GB/s for
reads and 10GB/s for writes (compared to 26GB/s for reads
and 13GB/s for writes in a normal x8 CXL channel) [51].
While such asymmetric provisioning must be determined at
processor design time, our proposed balance outperforms



the symmetric design for all of our workloads (see §VI-C).
COAXIAL-asym does not require processor modifications be-
yond the CXL interface.

To utilize COAXIAL-asym’s additional read bandwidth, we
provision two DDR controllers per CXL-asym channel on
the Type-3 device. The number of CXL channels and their
on-die area overhead remain unchanged. While CXL-asym’s
read bandwidth can only support 62% of the 52GB/s peak
combined read bandwidth of two DDR channels (assuming a
2:1 R:W ratio), queuing delays at the DDR controller typically
become significant at a much lower utilization point (Fig-
ure 2a). Therefore, COAXIAL-asym still provides sufficient
bandwidth to reduce relative utilization and contention at all
queues (CXL and DDR) on the way to memory.

E. COAXIAL Benefits on Memory Capacity and Cost

While this paper’s scope focuses on the performance impact
of a CXL-based memory system, COAXIAL can also have
noteworthy benefits on memory capacity and cost. Servers op-
timized for memory capacity deploy two high-density DIMMs
per DDR channel (2DPC). First, such 2DPC configurations
increase capacity over 1DPC at the cost of ∼15% memory
bandwidth. Second, DIMM cost grows superlinearly with
density; for example, 128GB/256GB DIMMs cost 5×/20×
more than 64GB DIMMs. By enabling more DDR channels,
COAXIAL allows the same or higher DRAM capacity with
1DPC and lower-density (i.e., lower-cost) DIMMs.

V. EVALUATION METHODOLOGY

System configurations. We compare COAXIAL to a typical
DDR-based server processor by simulating the following sys-
tem configurations in ChampSim [1] coupled with DRAM-
sim3 [31]. Table III summarizes the configuration parameters
used.

• DDR-based baseline. We simulate 12 cores and one
DDR5-4800 memory channel (comprising two 32-bit
sub-channels) as a scaled-down version of Table II’s 144-
core CPU.

• COAXIAL servers. We evaluate COAXIAL-2×,
COAXIAL-4×, and COAXIAL-asym (Table II).
“COAXIAL” without a qualifier implies the -4×
configuration. All COAXIAL variants employ CALM70%
by default, as described in §IV-C.

TABLE III: System parameters used for simulation.

DDR baseline COAXIAL-*
CPU 12 OoO cores, 2.4GHz, 4-wide, 256-entry ROB
L1 32KB L1-I & L1-D, 8-way, 64B blocks, 4-cycle hit
L2 512 KB, 8-way, 8-cycle hit

LLC distributed, shared & non-inclusive, 16-way, 20-cycle hit
2 MB/core 1–2 MB/core (see Table II)

Memory

DDR5-4800 [40], 2 sub-channels per channel,
1 rank per sub-channel, 32 banks per rank

1 channel
2–4 CXL-attached channels (see Table II)
8 channels for COAXIAL-asym (see §IV-D)

NoC 2D mesh, 3 cycles/hop

CXL performance modeling. For COAXIAL, we model CXL
controllers and PCIe bus on both the processor and the Type-3
device. A CXL port incurs an unloaded uni-directional delay of
12.5ns accounting for flit-packing, encoding/decoding, packet
processing, etc., as reported by PLDA and Intel’s IP [47],
[51]. The PCIe bus traversal latency is determined by the link
direction, bus width, and channel bandwidth. As discussed in
§IV-D, the 32GB/s x8 CXL channel bandwidth results in 26/13
GB/s RX/TX goodput when header overheads are factored
in (32/10 GB/s RX/TX for CXL-asym). Therefore, an 8-bit
CXL channel receives 64B line in 2.5ns (2ns for 10-bit CXL-
asym) and transmits it in 5.5ns (9ns for CXL-asym). Overall,
COAXIAL adds a minimum of 4×12.5ns+2.5ns= 52.5ns for
reads and 55.5ns for writes (or more, in §VI-D’s sensitivity
analysis) from/to DRAM. Additionally, the CXL controller
maintains message queues to buffer requests, capturing any
queuing effects in our evaluation.

Workloads. We evaluate 36 diverse workloads after fast-
forwarding to their region of interest. We deploy the same
workload on all cores and simulate 200 million instructions
per core after 50 million instructions of warmup per core.
• Graph analytics: We use 13 workloads from the LIGRA

benchmark suite [52].
• STREAM: We run the STREAM benchmark’s four ker-

nels (copy, scale, add, triad) [39] to represent bandwidth-
intensive matrix operations in which ML workloads spend
a significant portion of their execution time.

• SPEC and PARSEC: We evaluate 12 SPEC-speed 2017 [54]
workloads in ref mode and five PARSEC workloads [6].

• We evaluate masstree [37] and kmeans [33] to represent key
value store and data analytics workloads, respectively.

Table IV summarizes all our evaluated workloads, along with
their IPC and MPKI as measured on the DDR-based baseline.

TABLE IV: Workload IPC and LLC MPKI metrics for the
DDR-based baseline system.

Application IPC LLC
MPKI Application IPC LLC

MPKI
SPEC Ligra

lbm 0.14 64 PageRank Delta 0.30 27
bwaves 0.33 14 Comp.-shortcut 0.34 48
cactusBSSN 0.68 8 Components 0.36 48
fotonik3d 0.32 22 BC 0.33 34
cam4 0.87 6 PageRank 0.36 40
wrf 0.61 11 Radii 0.41 33
mcf 0.79 13 CF 0.8 12
roms 0.77 6 BFSCC 0.65 17
pop2 1.5 3 BellmanFord 0.82 9
omnetpp 0.50 10 BFS 0.66 15
xalancbmk 0.50 12 BFS-Bitvector 0.84 15
gcc 0.27 19 Triangle 0.61 21

STREAM MIS 1.19 8
Stream-copy 0.17 58 PARSEC
Stream-scale 0.21 48 fluidanimate 0.73 7
Stream-add 0.16 69 facesim 0.74 6
Stream-triad 0.18 59 raytrace 1.1 5

KVS & Data Analytics streamcluster 0.95 14
Masstree 0.37 21 canneal 0.61 7
Kmeans 0.50 36



0.0
0.5
1.0
1.5
2.0
2.5
3.0

No
rm

al
ize

d
Pe

rfo
rm

an
ce 2.3

2

1.3
1.0

3 1.4
6

1.3
9

0

100

200

300

400

Av
er

ag
e 

L2
C 

M
iss

 L
at

en
cy

 (n
s)

Queuing Delay Access Service Time CXL Interface Delay On-chip Time

ST
_co

py

ST
_sc

ale

ST
_ad

d

ST
_tr

iad PR
-D

Com
p-s

c
Com

p BC PRRa
dii CF

BFSC
C

Bellm
F
BFS
BFS-

BV

Tria
ng

le MIS
flu

ida

fac
esi

m

ray
tra

ce

scl
ust

er

can
ne

al lbm
bw

av
es
cac

tuB
fot

on
ik
cam

4 wrfmcf
rom

s
po

p2

om
ne

tpp
xa

lan
c gcc

mass
tre

e

km
ea

ns

Mea
n_S

TR
M

Mea
n_L

IGRA

Mea
n_P

ARS

Mea
n_S

PE
C

Mea
n_a

ll
0

20

40

60

M
em

or
y 

Ba
nd

wi
dt

h
Us

ag
e 

(G
B/

s)

Baseline CoaXiaL

Fig. 5: COAXIAL speedup over DDR-based baseline (top), memory access latency breakdown (middle), and memory bandwidth
usage (bottom). Despite higher absolute bandwidth usage, COAXIAL operates at lower utilization, due to its 4× higher
bandwidth availability. Reduced queuing lowers average memory access latency, resulting in 1.39× average speedup.

Figures of merit. Our key metric is the speedup (normalized
IPC improvement compared to the baseline) afforded by
COAXIAL configurations. We also analyze the impact on
memory access latency and bandwidth utilization.

VI. EVALUATION RESULTS

In this section, we perform a thorough evaluation of
COAXIAL and demonstrate the following key takeaways:

1) COAXIAL drastically reduces queuing delays and on-chip
time, resulting in 29% lower average L2 miss latency and
1.39× average speedup (§VI-A).

2) Bandwidth-rich systems like COAXIAL are amenable
to concurrent LLC/memory access techniques that can
effectively curb on-chip time for sizable latency reduction
(§VI-B).

3) Provisioning CXL lanes in a read/write demand-aware
manner considerably improves performance (by 13%)
compared to the default 1:1 read:write ratio (§VI-C).

4) Even with an increased 70ns CXL latency overhead,
COAXIAL achieves a substantial 1.26× average speedup
(§VI-D).

5) Even at 66% server utilization—or 8:1 core:MC ratio—
COAXIAL delivers a 1.17× speedup (§VI-E).

6) In addition to major performance gains, COAXIAL af-
fords 25% lower EDP and 47% lower ED2P (§VI-F).

A. Main Results

Figure 5 (top) shows the performance of COAXIAL-4×
relative to the baseline DDR-based system. Most workloads

exhibit significant speedup, up to 3× for lbm and 1.39× on
average. The speedup for 15 of the 36 workloads exceeds
1.5×. Seven workloads lose performance, with gcc most
significantly impacted at 26% IPC loss. Workloads that suffer
performance loss are those with low to moderate memory
traffic, heavy dependencies among memory accesses (low
memory-level parallelism), and high LLC hit rate.

Figure 5 (bottom) shows memory bandwidth usage for both
systems. COAXIAL distributes memory requests over more
channels which, given its 4× higher bandwidth availability
versus the baseline, reduces relative bandwidth utilization,
and thus contention and queuing delay for memory-intensive
workloads. Figure 5 (middle) demonstrates this reduction with
a breakdown of the average L2 miss latency into on-chip time
(NoC and LLC), DRAM access service time, queuing delay,
and CXL interface delay (only applicable to COAXIAL).

COAXIAL enables several workloads to use significantly
more memory bandwidth. Despite the absolute bandwidth use
increase, the 4× higher bandwidth availability results in an
average bandwidth utilization drop from 54% to 34%, reducing
queuing delays. For instance, stream-copy is bottlenecked by
the baseline’s constrained bandwidth, resulting in an average
queuing delay over 230ns that dominates the overall L2 miss
latency. For the same workload, COAXIAL reduces queuing
delay to just 34ns, thanks to its ample bandwidth, and also
average on-chip time from 24ns to 6ns, thanks to CALM70%.
These two effects combined more than compensate for the
45ns CXL interface latency overhead an average L2 miss
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Fig. 6: COAXIAL’s performance for workload mixes, normal-
ized to DDR-based server.

experiences (50ns × LLC miss-ratio), reducing stream-copy’s
baseline L2 miss latency from 336ns to just 176ns. Lower
effective memory access latency enables COAXIAL to drive
memory requests at a 2.6× higher rate and achieve commen-
surate speedup.

For most workloads, COAXIAL yields lower L2 miss la-
tency than the baseline, despite the CXL interface’s latency
overhead. It is noteworthy that speedup, while generally cor-
relating well with latency reduction, is not a direct function of
memory access latency. The resulting speedup is also affected
by each workload’s specific characteristics (e.g., memory-level
parallelism, temporal memory access pattern, etc.). Therefore,
the same latency reduction across two different workloads does
not necessarily yield the same speedup.

On average, workloads experience 102ns in queuing delay
and 24ns in on-chip time on top of ∼40ns DRAM service time.
COAXIAL slashes queuing delay by 5×, to just 20ns, and
on-chip time by 66% to 8ns, on average. Overall, COAXIAL
reduces average memory access latency by 29%.

Mixed Workloads. In Figure 5’s results, all cores execute the
same workload. We also evaluated 10 workload mixes, shown
in Figure 6, with each mix comprising 12 randomly sampled
workloads from Table IV. COAXIAL’s min/max/geomean
speedup is 1.5× /1.9× /1.7×. Thus, our main results likely
underestimate the extent of performance gain from COAXIAL.
Mixed workloads are common in throughput-oriented servers,
and are more likely to contain bandwidth-intensive workloads
running with latency-sensitive workloads, driving up the aver-
age memory utilization in the baseline.

B. Effect of Concurrent Access of LLC and Memory (CALM)

COAXIAL’s performance gains are a composite effect of
its bandwidth superiority and its CALM70% mechanism that
removes the LLC from the critical path. Figure 7 decomposes
the gains delivered by CALM70%, compares against alternative
CALM mechanisms, and shows the effect of adding such a
mechanism to the baseline as well. We evaluate both systems
(i) with the default serial LLC/memory access; (ii) combined
with §IV-C’s different CALM mechanisms; and (iii) with an
ideal predictor that always correctly predicts if an L2 miss also
misses in the LLC. For brevity, we only show results for four
workloads and the average behavior across all 36 workloads.
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Fig. 7: Sensitivity study of different CALM mechanisms.

Figure 7a shows speedup relative to baseline with serial
LLC/memory access. For workloads where COAXIAL wins
considerably, removing the LLC from the critical path doesn’t
substantially benefit the baseline, as bandwidth scarcity is
the main bottleneck. All versions of CALM can considerably
benefit the baseline with latency-bound workloads like gcc.
However, the baseline’s average gain from CALM is negligi-
ble, due to its bandwidth-constrained nature, while all CALM
mechanisms substantially benefit COAXIAL. Due to the high
LLC miss ratio of 88% in COAXIAL, all predictors perform,
on average, very close to an ideal predictor. Hence, we use
CALMR over MAP-I due to its simplicity and choose R =
70% as it marginally outperforms lower thresholds. CALM70%
boosts COAXIAL’s speedup over baseline from 1.28× (where
LLC and memory access are serialized) to 1.39×.

Figure 7b further analyzes the CALM mechanisms’ be-
havior. The penalty of a false positive (i.e., an assumed
LLC miss hits) is wasteful memory bandwidth use, while
the penalty of a false negative (i.e., an assumed LLC hit
misses) is increased latency, as LLC and memory access
get serialized. Due to COAXIAL’s ample bandwidth, false
positives are preferable to false negatives. The opposite is
true for the bandwidth-bottlenecked baseline. CALM70% is the
best choice for COAXIAL, as it minimizes false negatives.
On average, CALM70% incurs false positives corresponding
to 4% of memory accesses, while false negatives make up
11% of all LLC misses. MIS is an outlier, where false
positives incur a 21% increase in memory accesses. Despite
its high value, that memory bandwidth overutilization is not
detrimental to performance as the total memory bandwidth
utilization remains below 15% of COAXIAL’s theoretical peak
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Fig. 8: Performance of different COAXIAL configurations normalized to DDR-based server baseline. COAXIAL-4× consider-
ably outperforms COAXIAL-2×, despite half the LLC size. COAXIAL-asym provides a 13% speedup over COAXIAL-4×.
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Fig. 9: Read/write bandwidth usage in the baseline system.

(see Figure 5 (bottom)). Due to the high LLC miss ratio, false
negatives far exceed false positives, suggesting that CALM
mechanisms are better suited to bandwidth-rich systems like
COAXIAL.

C. Alternative COAXIAL Designs

Figure 8 evaluates the two alternative COAXIAL designs
from §IV—COAXIAL-2× and COAXIAL-asym—in addition
to our default COAXIAL-4×. COAXIAL-2× achieves a 1.17×
average speedup over the baseline, down from the 1.39×
gain of COAXIAL-4×, confirming that doubling memory
bandwidth availability at the cost of halving the LLC is ben-
eficial for practically all workloads. COAXIAL-asym boosts
performance by 1.52× on average—a considerable 13% gain
over COAXIAL-4×—and no workload is negatively affected
by COAXIAL-asym’s reduced write bandwidth. This result
highlights the opportunities of tailoring bandwidth provision-
ing to the workloads’ asymmetric read/write demands.

To further explain COAXIAL-asym’s performance gains,
Figure 9 breaks down the baseline system’s bandwidth uti-
lization into read and write traffic. The results align with
the expectation that read traffic significantly outweighs write
traffic: the average R:W ratio is 3.7:1 across our 36 workloads.
Cam4 is the most write-intensive workload, approaching a
1:1 R:W ratio. However, even such workloads benefit from
COAXIAL-asym’s provisioned 3.2:1 R:W bandwidth, because
(i) the reduced available write bandwidth of 40GB/s remains
sufficient; and (ii) overprovisioning read bandwidth optimizes
for performance-critical loads, while writebacks are more
tolerant to queuing delays.

D. Sensitivity to CXL’s Latency Overhead

We based our evaluation so far on an unloaded latency
penalty of 50ns for CXL, based on expectations set by current
technological evidence (see §II-D and §V). We also evaluate
a more pessimistic latency overhead of 70ns, as early products
may incur higher latency. Such higher latency may also
better represent CXL-attached memory located further from
the CPU, or devices with an additional multiplexing overhead
(e.g., memory devices shared by several processors [21], [30]).

Figure 10 shows COAXIAL’s performance at 50ns and 70ns
CXL interface latency overhead, normalized to the DDR-based
baseline. Although a 70ns overhead reduces COAXIAL’s aver-
age speedup, it remains significant at 1.26×. Several memory-
intensive workloads continue to enjoy drastic speedups of over
50%, but more workloads (ten, up from seven in the case of
50ns latency penalty) take a performance hit. These results
imply that while a COAXIAL design with a higher CXL
latency is still worth pursuing, it should be used selectively
for memory-intensive workloads. Deploying different server
classes for different optimization goals is common practice
not only in both public [20] and private clouds (e.g., different
web and backend server configurations) [16], [23].

E. Sensitivity to Core Utilization

Figure 11 evaluates COAXIAL under varying levels of
system utilization by provisioning proportionately less work
on a fraction of the system’s cores. We first study the extreme
case of using a single core on our 12-core simulated system
(8% utilization). In this scenario, the vast majority of work-
loads suffer performance degradation with COAXIAL, for a
27% average slowdown. The extreme single-core experiment
showcases a worst-case scenario that every operator strives to
avoid, as the whole system is severely underutilized.

We then increase the system utilization to 33% and 66%,
by deploying workload instances on 4 and 8 cores of the
12-core CPU, respectively. COAXIAL’s bandwidth abundance
gradually starts paying off, by eliminating the slowdown
at 33% utilization for most workloads, and then delivering
significant gains—1.17× on average and up to 2.67×—even at
66% utilization. The 66% utilization point is also a good proxy
for a fully loaded system where cores and DDR controllers are
provisioned at an 8:1 ratio. An 8:1 core:MC ratio is the design
point of many server processors with fewer than 100 cores
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Fig. 10: COAXIAL’s performance for different CXL latency premium, normalized to the DDR-based server.
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Fig. 11: Performance of COAXIAL as a function of active cores, normalized to the DDR-based server baseline at the same
number of active cores.

today, such as AMD EPYC Milan and Genoa [11], [56]. Thus,
the 66% utilization results imply that COAXIAL’s approach
is applicable beyond high-end throughput-oriented processors
that already exhibit 12:1 core:MC oversubscription.

A few outlier workloads (cactusBSSN, bwaves, lbm) benefit
from COAXIAL’s bandwidth boost even at single-core system
utilization. We observe surprisingly high LLC miss latencies
in the baseline system, 30–210ns on average, much higher than
the average of 63ns observed across workloads. We hypothe-
size that these workloads exhibit highly bursty memory access
behavior, leading to queuing effects that COAXIAL amelio-
rates. Finally, xalanc’s single-instance dataset is entirely LLC-
resident, resulting in equal performance of the baseline and
COAXIAL. With 4+ instances, xalanc’s working set exceeds
the LLC capacity, but its memory bandwidth requirements
remain too low (20% utilization even with all 12 cores active—
see Figure 5 (bottom)) to benefit from COAXIAL.

F. Power Requirements and Energy Efficiency

COAXIAL significantly improves performance while draw-
ing more power, due to additional DDR and CXL channels.
Performance and energy are two metrics at odds, as optimizing
for one typically hurts the other. Servers are performance-
optimized systems that routinely employ performance opti-
mizations at the cost of non-linear increase in energy, essen-
tially optimizing for the composite metric of Energy Delay
Product (EDP = system power × CPI2, lower is better). For
high-end servers, it is also common to use ED2P to further em-
phasize performance [7], [17], [53]. We evaluate COAXIAL’s
impact on both metrics of EDP and ED2P and additionally
report performance per watt, emphasizing that this metric

is more relevant for low-power than performance-optimized
systems, and hence has limited value as a point of comparison.
Still, we show that COAXIAL achieves 96% of the baseline’s
performance-per-watt, while improving performance by 1.39×
on average.

We model power for a manycore CPU similar to Intel’s
Sierra Forest (144 cores) [43], which has a 500W TDP, in
line with other comparable CPUs (e.g., 96-core AMD EPYC
Genoa [56] has a TDP of 360W). We estimate controller and
interface power per DDR5 channel to be 1.1W [62], or 13W
for 12 channels. COAXIAL eschews 50% of LLC capacity
to accommodate the added serial links, which reduces LLC
power draw (leakage + access) from 94W in baseline to 51W
(from Cacti 7.0 [4] at 22nm technology). We estimate power
consumption of common components (cores, L1, L2, etc.) to
be 393W (= 500 - 13 - 94). Finally, PCIe 5.0’s interface power
is ∼0.2W per lane [5], adding 77W to package power for the
384 lanes required for COAXIAL’s 48 DDR5 channels.

We model memory power using DRAMSim3’s power model
with a 32GB DDR5-4800MT/s RDIMM [41] per DDR5 chan-
nel. For an iso-capacity comparison, the baseline must feature
4× denser DIMMs than COAXIAL, meaning the baseline
would require 128GB RDIMMs. As power parameters for
128GB RDIMMs are not yet available, we assume the same
power characteristics as 32GB RDIMMs, underestimating the
baseline’s power consumption. Nonetheless, even with 4×
more DIMMs, COAXIAL’s DRAM power is only 2.45×
higher, due to lower memory utilization than the baseline.

Table V summarizes the key power components for the
baseline and COAXIAL systems. The overall system power



TABLE V: Energy/power comparison for 144-core server.

EDP Component Baseline COAXIAL

Processor Core + L1 + L2 Power 393W 393W
DDR5 MC & PHY power (all) 13W 52W
LLC Power (leakage and access) 94W 51W
CXL’s Interface power (idle and dynamic) N/A 77W
DDR5 DIMM power (static and access) 146W 358W
Total system power 646W 931W

Average CPI (all workloads) 2.05 1.48
Relative Perf/Watt (all workloads) 1 0.96
EDP (all workloads) (lower is better) 2,715 2,039 (0.75×)
ED2P (all workloads) (lower is better) 5,566 3,018 (0.53×)

consumption is 646W for the baseline system and 931W for
COAXIAL. Thanks to COAXIAL’s 39% performance boost,
the relevant server-centric metrics of EDP and ED2P drasti-
cally reduce by 25% and 47%, respectively.

VII. RELATED WORK

Emerging CXL-based memory systems. Industry is rapidly
adopting CXL and already investigating its deployment in
production systems to reap the benefits of memory expansion
and memory pooling. Microsoft’s Pond leverages CXL to
pool memory across servers, improving utilization and thus
cost [30]. StarNUMA employs a CXL pool to host hot data
shared by many sockets and thus reduce expensive multi-
hop interconnect link traversals in large NUMA machines [9].
Gouk et al. [21] prototype a practical CXL-based instance of
disaggregated memory [32]. Meta leverages CXL as a mem-
ory expansion technique enabling a secondary high-capacity
memory tier [38]. Ahn et al. evaluate database workloads
on a hybrid DDR/CXL memory system and demonstrate
that CXL-based memory expansion can be cost-efficient and
performant [3]. Instead of using CXL-attached memory as
a memory system expansion, COAXIAL is the first work to
investigate the potential of CXL-based memory as a complete
replacement of DDR-attached memory for manycore server
processors handling memory-intensive workloads.

Serial interfaces. Several prior memory system proposals
leverage serial links for high-bandwidth, energy-efficient data
transfers. Micron’s HMC was connected to the host over 16
SerDes lanes, delivering up to 160GB/s [46]. Open Memory
Interface (OMI) is IBM’s high-bandwidth memory intercon-
nect leveraging serial links to connect DDR memory [10]
and is now part of the CXL Consortium. IBM’s Centaur is
a memory capacity expansion solution, where the host uses
OMI to connect to a buffer-on-board populated with several
DDR channels [59]. COAXIAL distinctly differs from Centaur-
like solutions, focusing on memory bandwidth—rather than
capacity—expansion. Additionally, given OMI’s very low la-
tency overhead of 10ns, latency optimizations have not been
considered in IBM’s products. We find that if CXL approaches
similarly low latency overhead in the future, COAXIAL would
gain massively, with 1.71× average speedup (and up to 3.1×).
Moreover, combined with CALM (§IV-C), no workload would

experience a performance hit, as a 10ns latency premium can
be fully offset by removing the LLC from the critical path.

FBDIMM [19] leverages a similar concept to Centaur’s
buffer-on-board to increase memory bandwidth and capacity.
An “advanced memory buffer” is connected to the processor
over serial links, delivering pin abundance that enables mul-
tiple parallel interfaces to DRAM modules. Similar to CXL-
attached memory, FBDIMM’s drawback is increased latency.

Several proposed memory system architectures leverage
high-bandwidth serial interfaces. In MeSSOS, high-bandwidth
serial links connect to a DRAM cache, which is then chained
to planar DRAM over DDR [63]. Ham et al. propose “disin-
tegrated” memory controllers attached over SerDes to make
the memory system more modular and support heterogeneous
memory technologies [22]. Alloy combines parallel and serial
interfaces to access memory, maintaining the former for lower-
latency memory access [64]. Alloy’s approach is closer to the
hybrid DDR/CXL memory systems most ongoing CXL-related
research envisions than our proposal of fully replacing DDR
processor interfaces with CXL for memory-intensive servers.

Circuit-level techniques to boost memory bandwidth.
HBM [28] and die-stacked DRAM caches offer an order of
magnitude higher bandwidth than planar DRAM, but suffer
from limited capacity [27], [35], [48]. BOOM [65] buffers
outputs from multiple LPDDR ranks to reduce power and
sustain server-level performance, but offers modest gains due
to low-frequency LPDDR and limited bandwidth improve-
ment. Chen et al. [8] dynamically reallocate power pins to
boost data transfer capability from memory during memory-
intensive phases, during which processors are memory bound
and hence draw less power. Pal et al. [45] propose packageless
processors to mitigate pin limitations and boost the memory
bandwidth that can be routed to the processor. Unlike these
exotic technologies, we focus on conventional processors,
packaging, and commodity DRAM, aiming to reshape the
memory system of server processors by leveraging the widely
adopted up-and-coming CXL interconnect.

Other memory system optimizations. Transparent memory
compression techniques can increase effective memory band-
width [66]. Malladi et al. [36] leverage mobile LPDDR devices
to design a more energy-efficient memory system for servers
without performance loss. These works are orthogonal to
COAXIAL. Storage-class memory, like Phase-Change Mem-
ory [18] or Intel’s Optane [24], has attracted significant interest
as a way to boost a server’s memory capacity, triggering
research activity on transforming the memory hierarchy to best
accommodate such new memories [2], [14], [29], [61]. Unlike
our work, such systems often trade off bandwidth for capacity.

VIII. CONCLUSION

Technological trends motivate a server processor design
where all memory is attached to the processor over the emerg-
ing CXL interface instead of DDR. CXL’s superior bandwidth
per pin helps bandwidth-hungry manycore server processors
scale the bandwidth wall. By distributing memory requests



over 4× more memory channels, CXL reduces detrimental
queuing effects on the memory bus. In addition, COAXIAL
leverages ample bandwidth availability to curb on-chip laten-
cies, via selective concurrent access of the LLC and memory.
By mitigating queuing and on-chip delays, COAXIAL more
than offsets the interface latency overhead introduced by CXL.
Our evaluation using a diverse range of workloads shows that
COAXIAL delivers 1.39× speedup on average, and up to 3×.
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APPENDIX

Note about the paper’s artifact: The following artifact had
to be finalized before the paper’s camera-ready version and
Figures 6 and 9 were added after the artifact’s submission.
The data presented in these new figures can be acquired using
the same, unmodified artifact. However, a side-effect of the
addition is that figure numbers referenced in the artifact are
inconsistent: mentions to Figures 6 and 7 in the artifact refer
to the paper’s Figures 7 and 8; mentions to Figures 8 and 9
in the artifact refer to the paper’s Figures 10 and 11.
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